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How to Denoise Images

Given y, find (an approximation of) x*

N\

X = argmin L(x,y)
Q: What should L be? X
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How to Denoise Images

Given y, find (an approximation of) x*

X = arg min %ux-yug
Q: What should L be? X
Candidate:

L(x,y) = Slx-l3

Data-fit: Reconstruction is similar to noisy data
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How to Denoise Images

Given y, find (an approximation of) x*
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How to Denoise Images

Given y, find (an approximation of) x*

N\

X = argmin L(x,y)
Q: What should L be? X

Candidate:
1
L(x,y) = Sllx-yl3+7



How to Denoise Images

Given y, find (an approximation of) x*

N\

X = argmin L(x,y)
Q: What should L be? X

Regularisation Parameter:
Candidate: Weighs how important R(x) is

C
L(x,y) = Lix—y12 +@rx)

Regulariser: Penalises a noisy image
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Outline of Talk

Given y, find (an approximation of) x*

A -1
X = argmin Eux—yug + a R(x)
X
Q: Good choice of R? Q: How to choose
* Examples * Good choice matters

* General properties * Finding a good choice
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Examples of Regularisers R(x)

Given y, find (an approximation of) x*

N\

X = argmin %Hx—yH% + a R(x)

X
Q: Good choice of R? Q: How to choose «
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Examples of Regularisers R(x)

Given y, find (an approximation of) x*

N\

X = argmin %Hx—yH% + a R(x)
X

Q: Good choice of R? Q: How to choose «

2-norm so

R(x) = [|x|
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Examples of Regularisers R(x)

Given y, find (an approximation of) x*

N\

£ = argmin Zlx-yli3 +0.01]x|

X
Q: Good choice of R? Q: How to choose «
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Examples of Regularisers R(x)

Given y, find (an approximation of) x*

N\

X = argmin %Hx—yH% + a R(x)

X
Q: Good choice of R? Q: How to choose «

1-norm

RGO = lixll; = ) |
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Examples of Regularisers R(x)

Given y, find (an approximation of) x*

N\

£ = argmin Zlx-yll3 +0.01]x|,

X
Q: Good choice of R? Q: How to choose «
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Examples of Regularisers R(x)

Given y, find (an approximation of) x*

N\

X = argmin %Hx—yH% + a R(x)

X
Q: Good choice of R? Q: How to choose «

Total Variation (TV)
R(x) =TV(x) = |[Vxll,
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Examples of Regularisers R(x)

Given y, find (an approximation of) x*

N\

X = arg min %ux—yug +0.017V (x)

X
Q: Good choice of R? Q: How to choose «
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Examples of Regularisers R(x)

Given y, find (an approximation of) x*

N\

X

X = argmin %Hx—yH% + a R(x)

Q: Good choice of R? Q: How to choose «
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Examples of Regularisers R(x)

Given y, find (an approximation of) x*

N\

_ .1
X = arg min EHx—yH% +0.01¢10 255](X)

X
Q: Good choice of R? Q: How to choose «
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Outline of Talk (revisited)

Given y, find (an approximation of) x*

A |
X = argmin Eux—yug + a R(x)
X
Q: Good choice of R? Q: How to choose a
* Examples * Good choice matters

* General properties * Finding a good choice
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Properties of Regularisers R (x)

Consider R(x) that is:
Bounded Below,




Properties of Regularisers R (x)

Consider R(x) that is:
Bounded Below, Proper,
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Properties of Regularisers R (x)

Consider R(x) that is:
Bounded Below, Proper, Convex,
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Properties of Regularisers R (x)

Consider R(x) that is:
Bounded Below, Proper, Convex, Lower semi-continuous




Properties of Regularisers R(x)

Given @ = 0 and R(x) that s
Bounded Below, Proper, Convex, Lower semi-continuous
Then

N\

X = argmin %Hx—yH% + a R(x)

X
exists and is unique

Q: How to choose the
regularisation parameter
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Choice of & matters
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Finding a good «

TASK: Find parameter @ such that

X(&) = arg min %Hx—ﬂ\% + @ R(x)

. X
is close to x™
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Finding a good «

A . 1 A * 112
o = arg min s|l£(a)-x*|3
a
X(a) = arg min %Hx—ﬂ\% + a R(x)
X
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Finding a good «

Bilevel Optimisation

@ = arg min Z||%(a)-x*|
a
X(a) = arg min %Hx—ﬂ\% + a R(x)
X
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Finding a good «

Bilevel Optimisation

@ = arg min Z||%(a)-x*|
a
X(a) = arg min %Hx—ﬂ\% + a R(x)
X b

Wanta >0 _
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Bilevel Optim:

@ = arg min Z||%(a)-x"|13
(94
X(a) = arg min Lix—yl2+a R(x)
X 2 ‘
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Bilevel Optim:

@ = arg min Z||%(a)-x*|13
a
X(a) = arg min Lix—yl2+a R(x)
X 2 ‘
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Bilevel Optim:

@ = arg min Z||%(a)-x*|13
a
X(a) = arg min Lix—yl2+a R(x)
X 2 ‘

R(x) = |lxI3
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Bilevel Optim:

@ = arg min Z||%(a)-x*|13
a

X(a) = arg min %le—y||%+a R(x)
X
R(x) = |lxI5

a=0.127
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Bilevel Optim:

@ = arg min Z||%(a)-x*|13
a
X(a) = arg min Lix—yl2+a R(x)
X 2 ‘

R(x) = |lxI3
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Bilevel Optim:

@ = arg min Z||%(a)-x*|13
a
X(a) = arg min Lix—yl2+a R(x)
X 2 ‘

R(x) = ||xl|3
a=0.127
a=>0
a = 4o
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Bilevel Optim:

@ = arg min Z||%(a)-x*|13
a

X(a) = arg min %le—y||%+a R(x)
X

R(x) = |Ix|I5
Heatmap of &
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Positivity of &

Bilevel Optim:

@ = arg min Z||%(a)-x*|13
a
X(a) = arg min 1||x—y||2+a R(x)
X 2 ‘

R(x) = |lxI3

Heatmap of logo &
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Positivity of &

Bilevel Optim:

. 1.,
arg min §||x(a)—x*||§
(04
A _ . 1 2
X(a) = arg min ;llx-yll3+a R(x)
X

R(x) = |lxI3

Heatmap of logo &

Generally believed that
R(y)>R(x*) = a>0
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Positivity of &

Bilevel Optim:

. 1.,
arg min §||x(a)—x*||§
(04
A _ . 1 2
X(a) = arg min ;llx-yll3+a R(x)
X

R(x) = |lxI3

Heatmap of logo &

Generally believed that
R(y)>R(x*) = a>0
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Bilevel thlm. Have done:
a = argorlnln 2% (@) =112 If R(x) is bounded below, proper,
A _ .1 5 convex, lower semicontinuous and
X(a) = arg min ;llx-yll3+a R(x) 4> 0.t
X " R(x(a)) > R(x™)
thena > 0
Want to do:

If R(x) is bounded below, proper,
convex, lower semicontinuous and

Generally believed that

R(y) >R(x*) = a>0 R >RK7)
thena > 0
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Conclusions

Summary

* Denoise images by solving

X = arg min 1Ix—yII% + a R(x)

2
X
 Bilevel optimisation to find optimal &

* Seems like R(y) >R(x*) = a>0

Future work

* Prove the thing!
* Finite @?
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Conclusions

Summary

* Denoise images by solving

X = arg min 1Ix—yII% + a R(x)

2
X
* Bilevel optimisation to find optima

* Seems like R(y) SR = @>0

D

Future work
* Prove the thing!

* Finite &? Thank yOU!
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